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Background

LLMs ⇔ Learned Something Unwanted, Including:



Background

VLMs ⇔ Learned Something Unwanted, Including:



Knowledge Editing

An efficient and economical post-processing strategy to update the

knowledge or the behavior of LLMs or VLMs

VLM VLM
𝒇𝜽 𝒇𝜽𝒆

What does this gesture 

mean in soccer?

Foul Advantage



Knowledge Representation in NLP

1) Knowledge Representation Format  <e, r, o>

e.g., <Lei Jun, Studied at, Wuhan University>

2) Knowledge Editing Format      <e, r, o ➔ o*>

e.g., <Mei Xi, Played for, Paris Saint-Germain ➔ Inter Miami>

3) Types of Knowledge Editing

1) Knowledge Insertion:

<Lei Jun, Gender, None ➔ Lei Yi xin>

2) Knowledge Correction (Knowledge Fix, Knowledge Overwriting):

<United Kingdom, Capital, London ➔ Liverpool>

4) Knowledge Editing Dataset (mostly based on wiki):

1) Factual Error Correction:

<United Kingdom, Capital, London ➔ Liverpool>

2) Time-sensitive Facts:

<United States, President, Trump ➔ Biden>

5) Source of Knowledge: Wikipedia



Knowledge Editing Methods in LLMs

Editing large language models: Problems, methods, and opportunities. Yao, Yunzhi, et al. 2023.EMNLP



Knowledge Editing Evaluation

Reliability

Q: Which university did Lei Jun graduate from?

A: Fudan University

Generalization [Rephrase Query]

Q: From which university did Lei Jun earn his degree?

A: Fudan University

Locality

Q: What is the capital of China?

A: Beijing

Portability

Q: In which year did the university that Lei Jun graduate from is founded?

A: 1905 [Fudan University Establishment Date]

Q: Which university did Lei Jun graduate from?                 A: Wuhan University → Fudan University



Knowledge Editing Benchmarks in VLMs

MMEdit {Open Source} MIKE

MC-MKEVLKEB      {Open Source}



Knowledge Editing Benchmarks in VLMs -- MC-MKE

● Define the multimodal knowledge in a

decomposed format consist of visual knowledge

and textual knowledge.

● The decomposition of multimodal knowledge

also brings up another requirement Consistency

IE_edit

SRO_edit

IRO_edit



Knowledge Editing Benchmarks in VLMs -- VLKEB



Problems in Existing Benchmarks

● Entity-level editing knowledge with triplet (subject,

relation, object) format does not align with realistic usage.

● Entity-level editing knowledge lacks the complexity

required for real-world applications, particularly in

multimodal domains where visual knowledge must also

encompass actions, body gestures, and object

relationships.

● Furthermore, knowledge editing techniques have

quickly saturated on these benchmarks, achieving near-

perfect performance.



Problems in Existing benchmarks

A Challenging Benchmark For Evaluating Diverse

Semantic Editing In Real-World Scenarios



MMKE-Bench

Free-Form 

Natural Language

Three Types 

Of Editing



Problem Definition 

A piece of knowledge is represented as 𝑘 = 𝑖, 𝑑 , 𝒊 is the image, 𝒅 is the natural

language description.

For knowledge editing, the original knowledge is transformed into 𝒌𝒆 = 𝒊𝒆, 𝒅𝒆 in both Visual 

Entity and Visual Semantic Editing, while it remains 𝒌𝒆 = 𝒊, 𝒅 for User-Specific Editing.



Benchmark Construction



Benchmark Construction -- Visual Entity Editing



Overview Of Dataset -- Visual Entity Editing

Type Of Dataset



Benchmark Construction -- Visual Semantic Editing



Overview Of Dataset -- Visual Semantic Editing

Type Of Dataset



Benchmark Construction -- User-Specific Editing



Overview Of Dataset -- User-Specific Editing

Type Of Dataset



Knowledge Editing Method

KE

SERAC

MEND

IKE



Experiments



Results -- Single Editing

BLIP2 LLaVA-1.5

1) FT-LLM is a strong baseline, while IKE demonstrates the best reliability and generalization



Results -- Single Editing

LLaVA-1.5

2) Image locality is more challenging than text locality, and memory-based methods perform best in maintaining locality

BLIP2



Results -- Single Editing
BLIP2 LLaVA-1.5

3) All knowledge editing methods generalize well but struggle with portability



Results -- Single Editing
BLIP2 LLaVA-1.5

4) Visual Semantic Knowledge and User-Specific Knowledge are more difficult for LMMs to edit.



Results -- Single Editing

5) No single editing method excels across all evaluation criteria

BLIP2 LLaVA-1.5



Results -- Benchmark Comparison

6) The proposed benchmark is more challenging than previous ones.



Results – Sequential Editing

BLIP2 LLaVA-1.5



Results – Case Study 



Results – Task Generation



Results – Qualitative Examples



Results – Qualitative Examples



Results – Qualitative Examples



MMKE-Bench : Takeaways

We propose MMKE-Bench, a benchmark for evaluating diverse semantic editing in real-

world scenarios with free-form language and three editing types. Our pipeline gathers original

knowledge, generates edits, and designs evaluation questions. We assess five multimodal

editing methods on three LMMs in single and sequential tasks, uncovering key findings.

Project Page : https://mmke-bench-bigai.github.io/

➢ No single editing method performs best across all criteria.

➢ Visual and user-specific knowledge are harder to edit for LMMs.

➢ Modern LMMs are effective in generating and applying edited knowledge.

➢ The proposed benchmark is more challenging than prior ones.

https://mmke-bench-bigai.github.io/
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